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Text is an increasingly popular data source

Social media (Schwartz et al., 2013)
Free responses (Popping, 2015)
Medical health records (Obeid et al., 2019)

New text mining algorithms are growing in popularity (Finch et al.,
2018; Iliev et al., 2015; Kjell et al., 2019; Rohrer et al., 2017)

Current challenge is to adapt these algorithms to psychological
research

Text Data in Psychology
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How do we combine open response items with other measures to
study clinical outcomes?

What can we learn from text that we miss with current scales?

827 adults recruited on MTurk

Outcome: Beck Hopelessness Scale (Beck et al., 1989)
Open response item: "What are your expectations for the
future?"
Depression Anxiety Stress Scales (Lovibond et al., 1995)
Age

How do we incorporate the open responses?

Motivating Example
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Top Down

Dictionary methods
e.g., LIWC (Tausczik et al.,
2010)
Define "constructs"
Fast, cheap
Popular in psychology
Dictionaries may not be
valid for given data

Bottom Up

Qualitative analysis
"Gold standard"
Time-consuming,
expensive
Hard to reuse

Quantitative models
e.g., LSI, topic models,
deep learning
Data-driven, fast, cheap
Popular outside
psychology
Reusable

Two Streams
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Topic Modeling
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Topics: 
 

Topic proportions: 

Topic assignments: 

Words: 

Topic model: probability distributions on words (Blei et al., 2003)

Latent Dirichlet Allocation (LDA)

→βk = Pr [wdn = m|zdn = k]
→βk ∼ Dir (→γ)

→θd = Pr [zdn = k] ∼ Dir (→α)

L(→Θ, →B, →Z) =
D

∏
d=1

Nd

∏
n=1

θdzdnβzdnwdn

(zdn|→θd) ∼ Cat(→θd)

(wdn|zdn = k, →βk) ∼ Cat(→βk)
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Example of Topics
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Example of Topic Proportions
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Incorporating Topic Modeling in
Regression
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Two-stage approach (Packard et al., 2020; Rohrer et al., 2017)
Use estimated  to predict 
Could include other manifest predictors 

One-stage approach
Supervised topic model (SLDA; Blei et al., 2010)
Does not include 

We propose the SLDAX model
One-stage approach
Allow topics and manifest predictors of 

Fusing Topic Models and Regression

→Θ Y

→X

→X

Y
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SLDAX
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Can use generalized linear model framework to extend to non-
normal outcomes
We derived a collapsed Gibbs sampling algorithm for Bayesian
estimation

�. 
�. 

As in any mixture model, need to handle label switching
(Stephens, 2000)

SLDAX

E [Yd| →Xd, →Z̄d] =
K

∑
k=1

ηkZ̄dk +
p

∑
j=1

ηjXdj

z̄dk = N−1
d
∑Nd

n=1 I(zdn = k)

(Yd|⋅) ∼ N(⋅)
(Yd|⋅) ∼ Ber(⋅)
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Because  is ipsative, inference changes
 represents the conditional mean of  for topic  alone

To test the effect of a topic, we test a contrast (Park, 1978; Snee et
al., 1976)

We can sample  directly from the posterior
Many applications have incorrectly compared  to 0 (Packard et
al., 2020; Rohrer et al., 2017; Schwartz et al., 2013)
Similarly, interpreting the sign of  is misleading

Interpret the sign of  instead

Inference for Topic Effects

→z̄d
ηk Y k

ck = ηk −
?
= 0

∑K
k′≠k ηk′

K − 1

ck
ηk

ηk
ck
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psychtm R package in early development

Features

Bayesian estimation of LDA, SLDA, SLDAX in C��
Normal and dichotomous outcomes supported

Visualization of  and 
Perform model comparison via WAIC (Watanabe, 2010)

Available from Github 

devtools��install_github("ktw5691/psychtm")
f�t �� gibbs_sldax(y ~ x1 + x2, data = xy, docs = docs, V = V, K = 2)

Software

→Θ →B
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Do We Need Another Model?

15



Goal

Compare SLDAX with two-stage approach (LDA + OLS regression)
SLDAX from our R package psychtm
LDA model from R package topicmodels

Conditions
# topics : 2 and 5
# documents : 200, 800, and 1500
Mean # words : 15, 80, and 150
Vocabulary : 500 and 1000

100 replications

Simulation Study

K

D

N̄d

V
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Data Generation

SLDAX model
 w/  = .15

 topics w/ joint  = .35

Estimation

SLDAX with flat priors
Two-stage

�. LDA: estimated w/ variational EM (same hyper-parameters)
�. OLS regression

Simulation Study

X ∼ N(0, 1) R2

Y ∼ N(⋅)
K R

2
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Two-Stage Estimation Bias for ηz̄
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SLDAX Estimation Bias for ηz̄
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827 adults
Outcome: Hopelessness — BHS
Predictors

"What are your expectations for the future?"
M = 50 words, SD = 24, Range = 5 – 186
After stopword removal:

Median = 20 words (M = 22, SD = 10, Range = 3 – 80)
Vocabulary of 2,636 words

DASS
Age (M = 33, SD = 10, Range = 18 – 79)

Motivating Example Revisited
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Estimated Topics
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Estimated Topic Proportions

22



Posterior Regression Coefficients
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Themes in free responses associated with higher & lower
hopelessness

Convergent validity for topics
Text topics associated with BHS above and beyond DASS
What are we not measuring?

Topic effect estimates likely attenuated based on simulation
results

Large , small 

Could predict on new data or update model using new data

Conclusions

D N̄d
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Key Findings

We derived MCMC algorithms to estimate SLDAX models
SLDAX models implemented in open-source R package
The popular two-stage approach yields (severely) biased
regression estimates
SLDAX yields accurate estimates with conservative shrinkage in
short-document scenarios

Future Work

SLDAX framework can be generalized
Impact of text data quality on performance
Prior specification with short documents

Discussion
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 kwilcox3@nd.edu

 ktylerwilcox.netlify.app

 @ktw5691

 Slides:

https://ktylerwilcox.netlify.app/talk/2020-imps-sldax/

Thanks!
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